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Features of Characters

Morphological Types of Chines€Baracter Words

(1) Parallely w,  ): Two morphemic characters play coordinate roles in aFnvord. e x a mip Jcas2,fud,anoneyealthjoH L

[da3 ma4, punidblame] | 8  [nhan2 nu3, malkemale]

(2) SubstantiveModifierY , A): Themodified character follows the modifying chard€terr e x% mip [di¢ji2,lowd evel ] ajnd | o
v L [tong4 kul, bitterdgry]. Note thahe noumm oun c¢c omp o u wd k |yil gudcchotitabiset veardrobgwhich contains two
mor phemi c wlh[ayial,t ea l&o[poll,]|cabmet]dalsabelongtothisthppe c aup € so mod wf ibed by d

(3) SubjectivePredicated ): The second morphemic character is an expresser and the first is deHuellstdicture is like a subjeetrb

sentence condensed i nLdxmktengXheaht.urR dor de{giéxulp $pietveakd

(4)VerbObject ( ): The first morphemic character is usually a verb which governs the second dhanakes .this word similar to a
verb with 1ts yoblj [shilkang4Hose o retxradip]l daian®zhi2, dismigeb].
(5)VerbComplement ( ). The first morphemic character is usually a verb but sometimes is an adjective, and the second charagter

explains the first one from different aspdets.r e x2a mip [kan4 qingl,loe& | ear | y L [j& kudl, hiderash]

(6) Negatiorx & ): The first morpheme is a negation characierc hf lag f e i 1, [nbou] 4, X lbn[of] o, u 30, L [wa2]np]. O
(7) Confirmatiorfl & ): The first morpheme is affirmation charactsru ¢ h la gou®, do; have; be].

(8) OthersThose wordsalnot belong to thaboveseventypes are of this type, includirigsangle morphemeworflse . g. Chi nese 0
D translitef atifpilsadvwiazaly affixdtieu igl. t owo r H $al mad,. pfimotider
grandnothef, 08 ¢ L [niu2zi3, bullsuffix, cowbo}y,abbreviatioma n d f unc trFilko[ne rw2o rqdi seBLt, gruzagn. d | d

guo3, if)

bi nding
wor do

mo s t

©-

Annotation and Agreement Test

We randomly select&b00 distinct Chinesedhiaracter

Annotation of X Annotation of Y

words from the segmented@R CIRB040 corpas the
hired

from Chinese literature department as annotators and ont

OOri giondlhe®etwe t en

Are these two
annotations
consistent?

graduate student as the expert to label these 6,500 terms

Annotation of Z

Each annotator should select one of eight types for each

word.Then the ground truth will be determined by the

majority procedure

Jo(*F, hao3) = (Veos, Vaps Vv, Vv, Vapw, Vaux Veons Verons Verer, Vinr)

After annotation, an agreement test is performed. W

Are any two

randomly selected 340 words from the Reduced Setand .. S OTaonS oL thete
asked six annotators to label them. A total ()0265 ) T three consistent? No
kappa values were calculated. These values range from (
to 0.79 (0.67 on average), which indicates substantial v \ 4 |
agreemeni\e alsocalculated the kappa valise) The expert select one
The Ground Truth most proper

between annotators and the ground truth; #heoFe, and :
annotation from three

the accuracy of each annotator to the ground truth.

Annotators' average

Corpus |#word| |Parallel Slll\‘t/)lstaptlve- SUDJEEHYE- VEID- e formmation Negation |Others RECHISHIAHEN performance
odifier | Predicate Complement Error 0o | =—4=CRF
Original 1,514 | 2,935 85 704 11 269 113 |
>t 23.29 45.15 131 10.83 0.17 4.14 1.74 0.8 | =® =Naive Bayes L

= ¢ =SVM
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Methodology

h e

tFor every Chinese charadtewiththe current pronunciatioPC, we extract a feature vecilEr(C PC) ‘ Except the words of the Subjectiredicate and Others types which are obviously smaller in number, the other four typetganalegsee of

t he

chall enging in prediction due to si mi |l ar ann GubstantwveMedifierp efr f

Tl et a bicharacter word b@:lg with pronunciatiorpclpcz. and VerilComplement types, while worse for \@&fect and Parallel types. After analysis, we found that a linguistic phenzaitetion
Chi
situations. The conversions of POS from verbs or nounsnwgdrigers (mostly adjectives or adverbs) are common searhandater words.
ex amipg pPud, pdte]lana vérly thdy together fordmyatejdtt wordn lostead, i
the Substantivo d i f i e R Waa3 dhel) runningar, sports car,] its POS converts to anpodifier (adjective). Another example is
book] . Whenr [ban4, hewspaper] abitg usttahROS noany they form a Parallel word; when followed
h ea P& te M d*rern felidintabite] bsha prieodiffet (ddfective)Y tRe§ forfh thé Substaived i f i « T [ \iboaktdblep To identify this

linguistic phenomenon, semantic information is necessary. Our features represent only POSes and positions of chadassifieso did

oconver9gicoma(s | arge effects. | n nese, |linguistic units may

+ ForSVM and Nave Bayes

Theinputfeature vector IsF(G, P,,), F(G, P.,) ] and the class label is theorphological type Take [opao3, run] as an

t ForCRF

We consideC,C, as a shortsentencéof length 2, whei®, andC,a r e owordso i nf t
F(C, P, andF(G, P,,), respectively. Then we use CRF to predict the lalizlarafC, similar to the POS tagginC,C, is of the
SubstantiveModifier type, then the label®f sSubstantiveModifierPrefixo  &Cpi dsSubgtantiveModifier Suffixo

® r [ shul, Dy

t wo 1 ndi vi dual

and so on.

MAdt peBdrmed well for such kinds of words except those of th€afaglement type. Conversion usually happens in the sitfgien

training and Iabeling, the label combination Withig’h@St probability will be selected as the prediction result. modification while Ve{bomp|ement IS a ngmdmg method in the pmtodiﬁcation form.
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