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Abstract
An engaging and provocative question can open up a great
conversation. In this work, we explore a novel scenario: a
conversation agent views a set of the user’s photos (for ex-
ample, from social media platforms) and asks an engag-
ing question to initiate a conversation with the user. The
existing vision-to-question models mostly generate tedious
and obvious questions, which might not be ideals conversa-
tion starters. This paper introduces a two-phase framework
that first generates a visual story for the photo set and then
uses the story to produce an interesting question. The hu-
man evaluation shows that our framework generates more
response-provoking questions for starting conversations than
other vision-to-question baselines.

Introduction
Question-asking play an essential role in human conversa-
tions. Studies have shown that people who ask more ques-
tions in interpersonal conversations are better liked by their
conversational partners (Huang et al. 2017). For automated
social bots, prompting the user with a question is known
to be an effective way to initiate conversations. For exam-
ple, Wang et al. (2018) generates questions in diverse yet rel-
evant topics to enhance the interactiveness and persistence of
conversations. Pan et al. (2019) also uses a Reinforced Dy-
namic Reasoning network to produce meaningful questions
to engage users in conversations. In this work, we explore a
novel scenario: an automated conversation agent “views” a
user’s photos — for example, from social media platforms,
or shared by the user proactively — and asks an engaging
question to initiate a conversation with the user. This sce-
nario uses images shared by the user to start a conversation,
enriching the plausible topics of the human-agent conver-
sations. For example, when a user posts a set of wedding
photos with only a little or even no descriptions, the pro-
posed conversational agent can still ask questions about the
wedding. Such machine-generated questions can be used to
engage user for social purposes; to allow robots to elicit situ-
ational information from passersby (Krishna, Bernstein, and
Fei-Fei 2019); or to support memory therapies (e.g., remi-
niscence therapy) or activities that use the patients personal
images as memory prompts (Bhar 2014).
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Figure 1: The agent receives five images from the user and
comes up with an short story based on the images. Then the
agent asks a response-provoking question based on the story.

However, the existing vision-to-question models, such as
visual question answering (VQA) (Antol et al. 2015), do not
generate questions with the purpose of engaging users or
provoking users’ responses (Krishna, Bernstein, and Fei-Fei
2019). For example, many VQA questions are about the fac-
tual property, such as color, size, and shape, of the objects
in the image, rather than human activities or broader con-
texts of the image. In this paper, instead of producing generic
questions using one image, our proposed model takes a se-
quence of images as input and generates an engaging and
provocative question based on these images to start a con-
versation with the user.

This paper introduces a two-phase framework that first
generates a visual story for the image sequence and then
uses the story to produce an interesting question. This ap-
proach takes advantage of the existing “visual storytelling”
(VIST) technologies, where the model generates an engag-
ing short story based on a sequence of images (Huang et al.
2016). We use one of the state-of-the-art visual storytelling
model, KG-Story (Hsu et al. 2020), to produce a visual story,
which is then fed into a Transformer-based model to cre-



ate engaging questions. Figure 1 illustrates the scenario of
the proposed framework. The human evaluation shows that
our framework generates more response-provoking ques-
tions than other vision-to-question baselines.

The contribution of this work is three-fold:

• We are the first to introduce a unique scenario: inputting
a sequence of images, the system then asks the user an
engaging and response-provoking question to start a con-
versation.

• We propose a two-stage framework to perform visual
question generation: the system first generates stories
based on the image sequence. It then generates an engag-
ing question based on the story.

• We conduct a human evaluation using the VIST dataset
to show that the questions generated by the proposed ap-
proach are better at invoking human desire to chat than
traditional vision-to-question methods.

Related Work
Question Generation Question generation usually takes
the datasets designed for question answering and generates
questions based on given textual context (e.g., paragraph
or historical conversation). Most traditional approaches de-
sign an end-to-end structure by implementing the recurrent
neural network (Duan et al. 2017). Some implement atten-
tion mechanism (Bahdanau, Cho, and Bengio 2014) to en-
hance embedding features (Zhou et al. 2017). With the bene-
fit brought by Transformer (Devlin et al. 2018) for language
modeling, Kettip Kriangchaivech (2019) starts developing
question generation model based on Transformer. However,
existing text-based question generation is hard to start a con-
versation since the lack of informative material, and most
works still use historical conversation to generate a question.

Visual Question Generation With the help of external
sources, Visual Question Generation (VQG) aims to gener-
ate a question based on a given image. The idea of VQG
came from Visual Question Answering (VQA) (Antol et al.
2015). However, the questions in the VQA task are de-
signed limited to objects, colors, numbers, or locations.
Mostafazadeh et al. (2016b) introduced the VQG dataset,
where the system is asked to generate a question for people
to answer. Most of approaches focus on leveraging seq2seq
model to generate questions (Patro et al. 2018). However,
generating questions from the image feature lacks a com-
prehensive understanding of visual input as the model still
briefly asks questions about the objects in the image.

Image Captioning We conducted a survey on image cap-
tioning, a task that the model should use a sentence to de-
scribe one image, which can help comprehensively under-
stand the visual inputs. The model should learn representa-
tions of the interdependence between the objects/concepts
in the image and use them to describe the image factually.
Kiros, Salakhutdinov, and Zemel (2014) first introduced a
deep learning based method on this topic by using CNN
to extract image features and a language model to generate

captions. Some work proposed architecture or applied atten-
tion mechanism based on recurrent neural network (Vinyals
et al. 2014; Xu et al. 2015). However, describing the image is
usually not considered attractive by humans. If we want our
system to communicate with humans, it must capture their
interests and avoid just stating the obvious.

Visual Storytelling Visual storytelling (VIST) was pro-
posed by (Huang et al. 2016). Unlike image captioning
which generates a sentence describing the image, VIST asks
the model to generate a story based on 5 images. Visual
stories should be descriptive, relevant to the images, and
appealing to human readers. Most of the approaches fo-
cus on developing end-to-end models or adopting various
training techniques on the VIST dataset (Kim et al. 2018).
Since there is only one existing VIST dataset, these end-to-
end VIST works often limit the knowledge to this dataset.
To avoid overfitting on the dataset, some research leverage
external sources to enrich story contents. Since knowledge
graphs have shown beneficial on language modeling, most
of the VIST work use knowledge graphs (KG) to enrich sto-
ries (Hsu et al. 2020). Among all the KG-based VIST, KG-
Story (Hsu et al. 2020) designed a three-stage framework,
which uses Visual Genome knowledge graph (Krishna et al.
2017) to add semantic relations between two adjacent im-
ages, generated more interesting and coherent stories. Since
stories can generate more creative content from visual inputs
than captions, our framework takes visual stories to produce
response-provoking questions.

Methods
The overall framework contains two stages, as described in
Figure 2. The system first generates stories based on input
vision as intermediate perception. From the generated sto-
ries, the system then performs question generation and out-
puts an response-provoking question.

Stage 1: Visual Storytelling (KG-Story)
We implement KG-Story1 (Hsu et al. 2020), a three-stage
story generation framework, as our story generation model.
KG-Story extracts representative terms from input images,
enriches terms by knowledge graph, and eventually gener-
ates stories based on enriched terms.

1. Extracting representative terms: Given a sequence of
images, KG-Story uses a pre-trained Faster-RCNN (Ren
et al. 2015) as the object detection model. To reduce com-
putational complexity, only the objects within the top 25
confidence scores are used. Since objects lack semantic
meaning, KG-Story designs a Transformer based model
that transforms objects to terms (e.g., objects and ac-
tions). From VIST dataset, they use SpaCy2 and Open-
SASEME (Swayamdipta et al. 2017) to parse stories into
object nouns and semantic frames as ground truth terms.
Taking predicted objects from Faster-RCNN as input and
parsed terms as output, a Transformer encoder (Vaswani

1KG-Story: https://github.com/zychen423/KE-VIST
2SpaCy: https://spacy.io/



Figure 2: The pipeline of proposed framework. We first ask the system to think by generating stories based on given image
sequence. The system then produces provocative question based on the story.

et al. 2017) and a GRU decoder with an attention mecha-
nism (Bahdanau, Cho, and Bengio 2014) are used as term
prediction model.

2. Knowledge enrichment: Since previous end-to-end
models tend to generate caption-like incoherent stories
which are relatively boring, KG-Story enriches stories by
introducing knowledge graph. Knowledge graph serves
as the source of ideas that connects two images and en-
sures the coherence of logic. KG-Story link terms in two
adjacent images using the relations provided by Visual
Genome knowledge graph (Krishna et al. 2017).
Given 5 images, the extracted terms from Stage 1 are rep-
resented as {m1

1, ...,m
t
i, ...,m

5
N5

}, where {m1
1, ...,m

1
h}

denotes first image’s term set, mt
i denotes the i-

th term from image t and Nk is the number of
terms from image k. From consecutive images, KG-
Story explores all possible relations (mt

i, r,m
t+1
j ) and

(mt
i, r1,mmiddle , r2,m

t+1
j ), while mmiddle denotes a

knowledge graph entity that bridges mt
i and mt+1

j . With
all possible relations, KG-Story uses a RNN-based lan-
guage model to obtain a relation with lowest perplexity.
The chosen relation is inserted to original term sequence
expanding the number of term sets from 5 to 6.

3. Story generation: To generate stories, KG-Story lever-
ages Transformer (Vaswani et al. 2017) with expanded
term sets from Stage 2 as input. Three modifications
are made for the original Transformer model. (1) The
length-difference positional encoding is adopted to per-
form variable-length story generation. Since all the sam-
ples of VIST dataset contain five images, this mecha-
nism allows KG-Story to generate additional sentence.
(2) Anaphoric expression generation is used for the uni-
fication of anaphor representation. To enable the use of
pronouns, KG-Story uses a coreference resolution tool 3

on the stories to find the original mention of each pro-
noun. (3) A designed repetition penalty for inter- and
intra-sentence with beam search are adopted to reduce re-
dundancy. After feeding term sets into designed Trans-
former, the model generates a knowledgeable story with
3NeuralCoref 4.0: Coreference Resolution in spaCy with Neu-

ral Networks. https://github.com/huggingface/neuralcoref

6 sentences. We then use stories as robot’s perception and
generate an response-provoking question in the next step.

Stage 2: Response-Provoking Question Generation
from the Story
We utilize a Transformer-based end-to-end model (Lopez
et al. 2020) as our question generation model. For the pre-
trained model, we use Hugging-Faces implementation (Wolf
et al. 2020) of the 60 million parameters T5, the smallest of
the five available T5 model sizes.

As pre-trained T5 has shown a strong ability to solve the
text-to-text problem, we finetune it by taking the paragraphs
of Stanford Question Answering Dataset (SQuAD) as in-
put and the question as output. The entire dataset is firstly
transformed into a continuous body of text; each training
sample consists of a context paragraph and associated ques-
tion(s) transformed into a single continuous sequence with
a “delimiter” in between. During training, the delimiter en-
ables the model to successfully distinguish between context
paragraph and corresponding question(s), while during in-
ference, the delimiter acts as a marker at the end of context
to invoke question generation behavior of the model.

After pretraining and finetuning, the model then takes the
generated stories as input and generates a question. Higher
Temperature values give more randomness to question gen-
eration, while lower values approach greedy behavior. We
set Temperature to 0.6.

The generation process use the top-p nucleus sampling
method with a value p = 0.9, which allows for more diverse
generations than a purely greedy scheme, and minimizes the
occurrence of certain tokens or token spans repeating indef-
initely in the generated text. For each context paragraph in-
put, the question generation stops when the model reaches
the generation length of 26 tokens or the model generates
a newline character \n. We set the maximum length to ter-
minate the question generation of some context that don not
reach the \n on their own.

Experimental Setups
In this section, we first introduce the datasets we use for
model training and performance evaluation. We then provide
details of the baseline models we compare to and all models’



hyperparameter settings. Lastly, we crowdsource our human
evaluation on Amazon Mechanical Turk: ask the workers to
rank the performance of generated questions and conduct
user study.

Data Preparation
Four datasets are used in this paper: Visual Genome, ROC-
Stories, SQuAD, and VIST. For story generation part, VIST
is used to extract terms from images (Stage 1) and fine-tune
the story generation model (Stage 3). Visual Genome knowl-
edge graph is used for relation linking (Stage 2) between
the extracted terms. ROCStories supplies a large quantity
of pure textual stories for pre-training the story generator
(Stage 3). For question generation part, Stanford Question
Answering Dataset (SQuAD) is used to train the question
generation model. The test data of VIST are used to exam-
ine the performance of our proposed framework. The detail
of each dataset is described bellow.

• Visual Genome: Visual Genome (Krishna et al. 2017) is
a knowledge-based dataset that connects images concepts
to language. It has 108,077 images, 3.8 million object
instances, and 2.3 million relationships. The knowledge
graph we utilize covers nouns and relations, categorized
into semantic frames, provided by the scene graph of Vi-
sual Genome. Compared with most image-to-text works
that focus on objects nouns and generate static stories,
adding logical relation and activities frames makes our
stories reasonable and vivid.

• ROC-Stories Corpora: We use the ROC-
Stories (Mostafazadeh et al. 2016a), which contains
98,159 pure textual stories, to pre-train our story genera-
tor. As the annotators were asked to write five-sentence
stories given a prompt, ROC-Stories focuses on specific,
everyday topics.

• SQuAD: SQuAD (Rajpurkar et al. 2016) is a reading
comprehension dataset consisting of 100,000+ question-
answer pairs posted by crowdworkers on a set of
Wikipedia articles, which contain 23,215 paragraphs cov-
ering a wide range of topics. We use the paragraphs and
questions in SQuAD to train the question model.

• VIST: VIST (Huang et al. 2016) is a sequential vision-
to-language dataset that moves visual understanding from
basic perspective to more human-like understanding of
grounded event structure. We train KG-Story model and
conduct experiments on VIST, which includes 10,117
Flicker albums with 210,819 unique images. We follow
the standard split setting as previous work, with 40,098
samples for training, 4,988 for validation, and 5,050 for
testing. Each sample contains one story that describes five
images from a photo stream.

Hyperparameter Configuration
In all of our experiment, we use the same hyperparameters
the authors mentioned in the KG-Story paper. For term pre-
diction (Stage 1) and story generation (Stage 3), the hid-
den size is set to 512. The number of head and layer of the
Transformer encoder are 2 and 4. All KG-Story models are

trained with Adam optimizer (Kingma and Ba 2015) with
initial learning rate 1e-3.

For the training parameters of question generation model,
the model is trained for 3 epochs using general language
modeling loss. Adam optimizer was also applied with an ini-
tial learning rate of 5e-5 and a linearly decreasing learning
rate scheduler with warm up for 10% of total training steps.

Baselines
We compare our proposed story-to-question concept
with two state-of-the-art frameworks. The first frame-
work is an end-to-end image question generation model
(Mostafazadeh et al. 2016b), which aims to generate an en-
gaging question given an image. The second framework is
an image captioning model (Xu et al. 2015), which generates
a sentence through convolutional neural network and recur-
rent neural network to describe the content of an image. We
then concatenate captions and perform question generation
on captions. The purpose is to examine the performance of
questions generated by different perception, captions or sto-
ries.

• Image Question Generation: We use Gated Recurrent
Neural Network4 (Mostafazadeh et al. 2016b) as our
question generation baseline model. This model is trained
on the VQA dataset 5 (Antol et al. 2015), which con-
tains 204,721 COCO images and at least 3 questions
per image. The model uses a pre-trained 19-layer VGG
Net (Simonyan and Zisserman 2015) for encoding im-
age features. It transforms the 4096-dimensional output
of the VGG-19’s last fully connected layer (fc7) to a 512-
dimensional vector that serves as the initial state of a long-
short term memory unit (LSTM) to generate the corre-
sponding question.

• Image Captioning: We use the model Xu et al. (2015)
proposed 6 as the image captioning baseline. The model
consists of a 101-layer ResNet pre-trained on the Ima-
geNet classification task, a soft attention network, and a
512-dimensional LSTM. A linear layer is used to map the
encoded images to the initial hidden and cell states for
the LSTM. The Attention network considers the sequence
generated thus far and attends to the part of the image that
needs describing next. The LSTM is used to produce the
output caption one word at a time conditioned on the con-
text vector, the previous hidden state, and the previously
generated word. The whole model is trained on the MS
COCO ’14 Dataset 7.

The baseline models, either image question generation
model or image captioning model, take 5 images as input
and generate 5 sentence, either 5 questions or 5 captions. To
align all settings, we concatenate 5 sentences from the base-
line models and feed them into the same question generation
model we use to generate questions for comparison.

4https://github.com/chingyaoc/VQG-tensorflow
5https://visualqa.org/
6https://github.com/sgrvinod/a-PyTorch-Tutorial-to-Image-

Captioning
7https://cocodataset.org/



Figure 3: The result of survey question (1) that asks (a)
“Will annotators have conversation with robots?”, and ques-
tions(2) & (3) that ask (b) “Which conversation habit anno-
tators prefer? with robot or friends as chatmate”.

Human Evaluation
We conduct human evaluation using crowd workers from
Amazon Mechanical Turk (MTurk) to evaluate the quality
of generated questions. We randomly selected 250 photo se-
quences from the test set of VIST dataset and use three mod-
els (our model and two baselines) to generate questions for
each photo sequence. In the MTurk tasks, we show the photo
sequence and three generated questions to the workers. Each
worker is asked “which question is the best to start a conver-
sation or keep the conversation continue” and instructed to
rank three questions. We collect five response from five dif-
ferent workers for each photo sequence.

We also design questionnaires to explore potential direc-
tions of future work, in which we ask annotators three ques-
tions: (1) If the chatmate is a robot, will you have a conver-
sation with it? (Yes/No); (2) Which one you would prefer if
your chatmate is a robot? start a conversation yourself/wait
for the robot to start the conversation; and In Question (3) we
ask again the same questions as (2), but change the chatmate
to your friend.

Results and Analysis
User Survey The results of the designed questionnaires
are shown in Figure 3. Among 3,750 annotators, exceeding
70% annotators accept having a conversation with a robot,
which validates chatbots’ validity. Figure 3(b) shows the re-
sult of the questionnaire that asks users’ conversation habits.
If the chatmates are annotators’ friends, approximately 70%
of them tend to open a conversation actively. However, if
their chatmates are robots, they would wait for the robots
to start a conversation and answer a question. This result
shows the importance of the questions’ quality if the chatbot
demands to open a conversation with a human.

Quantity Analysis In Table 1, we show the rank of the
questions generated from images (Img2Q), from captions
(Caption2Q), and from stories (Story2Q). Questions gener-
ated by three methods are ranked from 1 to 3 (lower is bet-
ter). Story2Q receives the best rank among baselines with
the highest percentage (44.9%) in rank 1 and the lowest per-
centage in rank 3 (23.2%). The fact that both Story2Q and

Method 1st 2nd 3rd Avg rank
img2Q 19.4%(243) 30.6% 49.9%(624) 2.30
caption2Q 35.7%(447) 37.2% 26.9%(337) 1.91
story2Q 44.9%(560) 32.2% 23.2%(289) 1.78

Table 1: Human ranking evaluation between our proposed
framework and two methods. First three columns indicate
percentage of workers’ ranking for each method, and last
column denotes average rank (1 to 3, lower is better). Num-
bers in brackets indicates the quantity of the best and the
worst stories for each method. The questions generated by
our proposed framework is significantly better than all base-
line methods with ρ < 0.05.

Method What Where When Why Who How Other
img2Q 70.7% 1.4% 5.1% 3.0 % 0% 13.8% 6.0%
caption2Q 79.2% 1.1% 2.7% 3.7% 0% 7.6% 5.7%
story2Q 55.5% 5.6% 11.6% 15.3% 1.0% 6.3% 4.7%

Table 2: The question distribution of different methods.

Caption2Q outperform Img2Q shows that generating inter-
mediate ingredients can have better understanding of images
for generating questions than directly using image features
as input. In summary, Story2Q performs the best in generat-
ing response-provoking questions.

In Table 2, we also show the composition of questions
generated by each method by counting the 5W1H. We find
that Story2Q generates more diverse questions compared
to Caption2Q and Img2Q. Story2Q tends to generate var-
ious questions beginning with “What”, “Why”, “When”,
“Where”, while Img2Q and Caption2Q mostly generate the
questions begin with “What”.

Quality Analysis Img2Q prefers to generate literal ques-
tions that ask the quantity and information in the images,
which is not suitable for starting a conversation. Take the
right half of Figure 4 as an example, Img2Q asks “How
many people are shown?”, which is considered a literal ques-
tion that can not make the conversation lasting. Img2Q di-
rectly uses features extracted from images to generate ques-
tions. The failure of this end-to-end method lets us consider
developing a multi-stage model and using extra methods like
object detection and relation extraction to support engaging
question generation.

Since captioning is good at summarizing all the contents
in an image with the attention mechanism’s help, the in-
formation in the question strongly matches with the image
sequence. However, the questions generated by Caption2Q
lack creativity and diversity, since captions are only de-
signed to be faithful to the original images. In the left ex-
ample of Figure 4, Caption2Q asks “What is the name of
a person sitting on a bench?”, since all of the contents can
be easily found in the image sequence, the question may be
considered boring and obvious by human.

Fortunately, Story2Q generates response-provoking ques-
tions with high quality because it firstly generates interest-
ing stories by object detection and relation extraction. Since



Figure 4: Examples of questions generated by different methods.

Figure 5: Repetition error example of question generation
model.

the story contains deeper relations among different objects
in the image sequence, the generated question is profound.
In Figure 4, Story2Q asks “Who arrived to get ready for the
craft fair?”. It takes care of the “arrive” relation between hu-
man and craft fair. Paying attention to relationships among
different objects is similar to human thinking, so it is more
natural and reasonable to start a conversation with this kind
of question.

Error Analysis Since the story generation model
and question generation model are trained on different
datasets(e.g., VIST and SQuAD), we find that question
generation model tends to copy the same sentence or predict
repetitive words when meeting the sentence it did not learn
before. Taking the question generated from a caption in
the right example of Figure 4 as an example, the story
generation model directly copies the whole sentence of
the caption and generates a strange question. In Figure 5,
KG-Story sometimes generates sentence that beyond im-
ages, like “today was the day!” for this example. This kind
of sentences is hard to exist in the SQuAD dataset, thus
resulting in the chaos of the question generation model and
yielding the model to generate repetitive words.

Conclusion and Future Work
We have introduced a new scenario of visual question gen-
eration, in which, when given a sequence of images, the sys-
tem should generate a provocative question in order to start
a conversation. Instead of generating question directly from
image features, we ask the model imagine first by generat-
ing creative stories to have a better understating of an im-
age sequence, and then produce an engaging question based
on stories to start a conversation. Human evaluation results

show that our proposed framework significantly outperforms
two baseline models, Img2Q and Caption2Q, on the VIST
dataset. This provides evidence that thinking before asking
can enhance the question’s quality and make people want to
communicate with the system.

There are several potential future research directions. Our
model is currently only evaluated on one vision-to-language
dataset (e.g., VIST), and thus we want to explore the gener-
alization of our idea to other datasets. Besides, according to
the result of experiments and human feedback, we see this
vision-to-question task’s potential. We can collect a dataset,
which will launch a new challenge to the community and
further invoke interests in studying the importance of asking
a response-provoking question.
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